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An increase-in-entropy law is derived from two very simple and direct premises: First, the probability
distribution function describing the states of the system depends only on the macroscopic information
that an observer can obtain by a measurement of the constraints imposed on the system. Second, each
time a measurement is performed the observation generates information that depends only on the
present state of the system, a fact which is explicitly determined by the mathematical properties of
Ehrenfest’s coarse-graining procedure, shown here to be identical to the action of Zwanzig’s projection
operator on the true N-body distribution function. Further, the act of observation is restricted to take
place in time intervals that cannot be smaller than a collision time nor larger than the relaxation time to
assure the full meaning of a statistical average. Under these conditions the process governing the time-
dependent statistical phenomena is shown to be Markovian, although not necessarily linear in the vari-
ables associated with the observables of the system. The results are also placed within the context of pre-

vious work done along these lines.

PACS number(s): 05.20.—y, 05.70.Ln

I. INTRODUCTION

In a recent paper [1] we have studied the problem of
defining the entropy function for nonequilibrium states of
arbitrary closed systems. This was done using the condi-
tion requiring that the entropy, regarded as a function of
state, depends only on information available to the ob-
server who characterizes the nonequilibrium state he
wishes to study. This task is accomplished by construct-
ing a probability density function whose values are given
not by all the microscopic information pertinent to the
system but only through that information provided by an
observation. As we showed in paper I, the mathematical
characteristics of such a distribution function are defined
by the action of Zwanzig’s projection operator on the ex-
act N-body distribution function. Moreover, the entropy
associated with the states of the system is defined in
terms of the Shannon-Jaynes information entropy S;(¢)
through the standard variational procedure which we
need not repeat here.

The main property of S;(z) which we were able to ex-
hibit in paper I is that for every instant of time ¢ follow-
ing the initial time from which the evolution of the sys-
tem takes place, this entropy can never be smaller than
the corresponding Gibbs entropy at that time. Further-
more we gave some evidence, not completely conclusive,
that if repeated observations are performed on such sys-
tem at discrete times t,>¢,_ ;> - - >t then

Si(2,)>S(t,_)> -+ >8;(¢ty), (1)

which is a discrete law of increasing entropy such that for
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t,— oo, S;—S;(eq), the Gibbs equilibrium entropy.
Nevertheless, Eq. (1) is still far from providing a general
irreversibility criterion in the form of the standard H
theorem of Boltzmann.

In this paper we wish to address ourselves to these as-
pects of the problem. First we want to show that indeed
the inequality expressed in Eq. (1) holds true provided
that 7. <||t,—t,_,|| <7 for arbitrary r, 7, being the
time of duration of a collision. This means that a macro-
scopic observation must await the occurrence of times
much larger than a collision time before an averaged mi-
croscopic variable has a macroscopic significance. Of
course it must be also smaller than 7, the time it takes
the variable to achieve its equilibrium value (or zero).
This physical constraint imposed on measurements has a
strong implication, namely, that the time-evolution
operator governing the dynamics of the variables within
this time scale is shown to satisfy the Chapman-
Kolmogoroff equation. This means that although it may
be nonlocal in the space spanned by the numerical values
of the appropriate I space functions (a space in paper I)
it is instantaneous in time. It is needless to emphasize the
fact that for those favoring the ideal of regarding such
variables as random variables, this statement simply
reads that the process is Markovian. The consequences
of this result and the relationship to other previous work
done along these lines is also underlined.

The structure of the paper is as follows: In Sec. IT we
shall summarize the results of paper I rederived in a
slightly different language more suitable to our purposes
here. In Sec. III we give a more physical derivation of
the inequality expressed in Eq. (1) by using the concept of
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an observation on the physical system. Section IV is de-
voted to a study of the necessary and sufficient conditions
that the time evolution operator M (z,t'), introduced in
Eq. (31) has to obey in order that the process is a Marko-
vian one. Since these conditions are basically dependent
on characteristic time scales we undertake a careful dis-
cussion of their significance in Sec. V. Finally Sec. VI
contains an entirely independent discussion by means of
which we attempt to explain in terms of the concepts of
information theory why the operator M (t,¢') will obey a
semigroup property for Markovian processes. Emphasis
is laid on the fact that this property when viewed in this
context is intimately related to an inference principle,
here called the observational compatibility principle fully
discussed in the text.

II. GIBBS-EHRENFEST COARSE GRAINING

To make this paper self-contained we shall establish
the relationship between the Gibbs-Ehrenfest concept of
coarse graining and the projection-operator technique in
a language which is advantageous for future purposes.
Recall that the Gibbs-Ehrenfest entropy [2] is construct-
ed by dividing the I" space in cells of volume (; and in-
troducing the average value of the N-body distribution
function p(T',¢) over the cell, as

_ 1
P(D=- | [pdremo]. @)
The Gibbs-Ehrenfest entropy is then defined as

Sgr(t)=—ky 3 Q,P,(t)InP;(1) , (3)

where k is Boltzmann’s constant. Denoting by =(T,t)
J

the coarse-grained distribution function, namely,

E(T,1)=3P;(t)A(T) , 4)

where A;(T") is the characteristic function of the ith cell,
then [1,2]

Sge(t)=—kp [ E(F,) InE(T,0)dT . (5)
Next, we choose to select the (2; cells in I" space follow-

ing van Kampen [3], if & is a vector of macroscopic vari-
ables associated to a set of phase-space functions A(T,7),

a(t)= [dT p(T,1) A(T,0), (©)

a “measurement’ is meant as the process whereby one
can assign numerical values a to the set { A(T,¢)} with a
certain accuracy Aa. Hence the ©; cell is given by

Q= [Fla(’) < A(T,0) fa“)—kAa}
and therefore, with this selection

A(T,0)—a'?

Aa ’ ™

E(T,t;Aa)=3P(a",1)D

where D (x) is the characteristic function of region Q;
[4]. Clearly E(T',¢;Aa) depends on the accuracy of the
measurement Aa. Letting Aa—O0 which corresponds
physically to an exact measurement of A(T",0), using the
fact that

1
lim —D
A;TO Aa

A(T,0)—a'?

= _ o
Ao 8( A(T",0)—a'"’) (8)

and that a takes a continuous set of values when Aa—0,
we get that

E(T,t)= lim =Z(T,7;Aa)=[Q( A(I‘,O))]_lde’S( A(T7,0)— A(T,0))p(I,2) , 9)

Aa—

where Q(a) denotes the extension of the a cell, namely,

Q(a)= [dI 8( A(I,0)—a)) . (10)

Using the ordinary scalar product for two arbitrary func-
tions 4 (I") and B (T"), namely,

(4,B)= [dT 4(T')B*(I"), (11)

and defining
G(a,t)=6( A(I',t)—a) (12)

the coarse-grained distribution function given by Eq. (9)
may be readily written as

= (p(T,1),G(b,0))
(T, )= = > .
(T,1) fdb—f’—————(l,G(b’o)) G(b,0) (13)
Since Zwanzig’s projection operator [15] is defined as

F(I'),G(b,0))

— fapl
P,F(I)= [db (LGB0 C®0), (14)

f

we see that
E(L,t)=P,p(T,t) (15)

or, in other words, the mathematical operation which
gives rise to the Gibbs-Ehrenfest coarse-grained distribu-
tion function is provided by P,. Since the physical
significance of P, as the generalization of the micro-
canonical ensembles for nonequilibrium states has been
discussed in many papers [S—7] we avoid unnecessary re-
petition.

The derivation of Eq. (15) as outlined above is based
solely on the basic concepts of statistical mechanics.
However, as we emphasized in paper I it may also be de-
rived by specifying the information that the observer has
on the system, namely, the numerical variables a associat-
ed to the set of observables represented by
A=(A,=H, A,,...). These observations are expressed
in terms of the nonequilibrium distribution g,.(a,?)da in
terms of which, as shown in paper I,
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pL,0)= [ da[Q(a)] " 'g,.(a,1)G (a,0) (16)

is the distribution function which maximizes the Gibbs-
Shannon information entropy S;(¢),

S;(t)=—kp [ p(T,0) Inp(T,)dT (17)
subject to the restrictions that

Jar,ndr=1,

(18)
J A, )8 A(T,0)—a)dT =g, (a,1) .
Therefore,
E(T,t)=p(T,t)=P,p(T',1) (19)

which establishes the equality between the Gibbs-
Ehrenfest coarse-grained distribution function and the
Jaynes-Shannon probability distribution function, both
being uniquely determined by Zwanzig’s projection
operator. This result will have a strong bearing on the
ideas to be presented in the following sections.

III. THE LAW OF INCREASE OF ENTROPY

In this section we wish to address ourselves to one of
the unanswered questions raised in paper I, namely, the
properties that the information entropy defined in Eq.
(17) exhibits as a function of time. Using Eq. (19) we im-
mediately see that

S(=—ky [ p(T,0)InP,p(T,1)dT , (20)

whereas the Gibbs entropy S (¢) is given by
Sg(t)=—kg [ p(T,t)Inp(T,)dT . (21)

As is well known, dS;(t)/dt =0, a property which fol-
lows at once from the fact that p(T’, ¢) satisfies Liouville’s
equation.

If £,(T') and f,(I") are two arbitrary distribution func-
tions we define the relative entropy as

S(folf )=k [dT f{(D)In[f(T)/fo(D)].  (22)

Using the fact that for x >0, Inx >1—x ~! and taking
x =[f,/f,] it is then clear that S (f,|f;)=0, the equali-
ty being satisfied if /| =f,. It follows then at once that if
we conveniently choose f; =p(T,?) since it is the natural
choice for the weighting function and f,=p(TI",t), Egs.
(20), (21), and (22) imply that for every time ¢ >0

S;(8)>Sq(t), (23)

provided p(T',#)7p(T,¢). This result already derived in
paper I, simply states that the information entropy can
never be less than the Gibbs entropy. Emphasis should
be placed on the fact that this does not imply that S,(¢) is
an ever-increasing function in time (S; =const), simply
that S;(¢) is a lower bound to the possible values the
function S;(#) may take at any arbitrary instant of time.
We now show that S;(¢) does in fact obey an increase-
in-time property provided we understand clearly the

physical meaning of observing the macrostate of the sys-
tem at any time and are also clear about the fact that two
consecutive observations cannot take place within arbi-
trarily small intervals of time. We again place emphasis
on the fact that the dynamical variables characterizing
the state of the system undergoing an irreversible process,
which we have labeled { 4,(T")}, generates a correspond-
ing set of numerical values {a; +da;} upon measurement,
characterized by the distribution function g,.(a,?)da.
Thus, “observing” the states of the system at a finite se-
quence of times ¢, <?, <...<t, implies that one estab-
lishes the corresponding sequence

Gnela,t1);80c(a,85);...58,.(a,2,). .. .

The finiteness of time intervals between two successive
observations arises from the intrinsic concept of a macro-
state, enough collisions among the particles must take
place before the time averaging of a dynamical quantity is
macroscopically meaningful. Also the interval cannot be
arbitrarily large allowing the variables to relax to their
equilibrium value (or zero). This means that if 7, and ¢
are the collision and relaxation times, respectively,

rel

T, <||t,—t, || <7y forall r .

Under such conditions, for each g,.(a,t,) of the above
sequence one can construct the corresponding coarse-
grained density p(T',¢,) which, following the methodolo-
gy described in the previous section, is given by

AT,t,)= [ da[Q(a)] " 'g,.(a,1,)G(a,0) . (24)

From Eq. (19) it is clear that for all observations times ¢,,
we have that P, leaves any p invariant, i.e.,

A(T,t,)=P,p(T\,t,) . (25)

To establish the relationship between the different values
of p obtained from the time sequence, we proceed as fol-
lows: Let py(T',¢) be the probability distribution function
obtained from the solution to Liouville’s equation when
polT,2y) is taken as the initial condition, so that

pol T, 1)=U(t,t5)po(T,ty) , (26)

where U(t,ty)=exp[ —iL(t —t,)] and L is Liouville’s
operator (iL is defined by the Poisson bracket of the
Hamiltonian and any phase function, i.e., {H, }). From
Eq. (19), we know that at any time ¢ > ¢, the distribution
function which maximizes S;(¢) is the projected part of
the distribution given by Eq. (26). Calling this function
Po(T,t) we have that

Po(T,1)=P,py(T,t)=P,U(t,t,)p( T, 1,) . 27)

Moreover, this distribution function maximizes S;(¢) sub-
ject to the constraints given by Eq. (18) and as pointed
out is unique since it depends only on g,.(a,?), the value
for the distribution obtained when an observation is per-
formed at time t. Therefore, po(I',)(t >t,) is the same
for any initial condition imposed on Liouville’s equation.
Now we establish an inequality between the informa-
tion entropy and Gibbs entropy which will be very useful
to establish the increase of entropy. Because of the fact
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that py(T,1)7py(T,t), Eq. (23) implies the inequality
S;(t)>Ss(¢t) and as py(T',ty) evolves according to
Liouville’s equation, we have that S;(2)=S4;(¢;), a fact
implying that

Sp(2)>Sg(ty) - (28)

Up to this point we have not yet specified the way to
select the initial distribution function, nor the time ¢ at
which an observation is performed on the system. We
select any two times ?¢, and 7, in the measurement se-
quence, such that ¢,>17,, and choose po(T',,)=p(T,1,)
and ¢ =¢,. With this selection, Eq. (27) simply states that

AT, )=P,U(t,,t,)p(T,t,)
=P,U(t,,t,)P,p(T,1,) , (29)

where we have used Eq. (25) in the second equality.
Clearly Eq. (29) may be rewritten in the form

p(T,t,)=M(t,,t,)p(T,t,) , (30)
where the operator M is defined by
M(t,t'")=P,U(t,t')P,=M(t —1',0), (31)

as follows from the definition of U. Equation (30) pro-
vides a relation which clearly exhibits the fact that the
dynamics governing the time evolution of 5 during the
time interval that elapses between two observations of the
system is no longer governed by Liouville’s time-
reversible operator U (?).

Using now the fact that ¢, =1, has been taken as the in-
itial (first-measurement) time so that py(T',7,)=p(T,z,)
and that S; the Gibbs entropy is constant in time, from
Egs. (21) and (17) we have that

Se(te)=Sg(1,)=5,(1,) . (32)

Since the second measurement is performed at time ¢ =¢,,
from Egs. (28) and (32) we obtain that

S;(1,)> 8,(1,) . (33)

Since ¢, and ¢, represent two arbitrary times in the obser-
vational sequence, such that z, > 7., it follows at once that
Sp(t,)>Sp(t,_)>. .. >S(t,)>S,(ty) , (34)

r—1

which is the sought after increasing-entropy law. Em-
phasis should be placed on the fact that Eq. (34) is by no
means equivalent to the inequality dS/dt >0 nor to a
demonstration of the second law of thermodynamics. It
merely implies that if a sequence of measurements are
performed on the nonequilibrium macrostates of an arbi-
trary closed system, characterized by a reduced set of
dynamical variable {q;}, i =1,2,...,r << N, within time
intervals obeying the restriction imposed by the inequali-
ty 7. <||t, —t,_4|| <7 then the corresponding values of
the information entropy as defined by Eq. (20) cannot de-
crease. What occurs to the behavior of S;(z) within each
interval and even the question of whether or not we can
define an entropy for every time ¢ is unknown. This re-
sult is not surprising; Jaynes [8] more than 20 years ago
illustrated this point by showing that for a real gas under

specific conditions the inequality dH /dt =0 can be open-
ly violated without entering into a conflict either with the
irreversibility concept or with the second law of thermo-
dynamics. In the following section we will reinforce this
view by showing that the sequence established in Eq. (34)
is not general but characteristic only of processes which
are local in time although they may be nonlocal in the
macroscopic a variables.

IV. DYNAMICS OF THE COARSE-GRAINED
DISTRIBUTION FUNCTION

In the study of the relationship between deterministic
dynamics and probabilistic description of physical pro-
cesses, we have previously obtained the increase-of-
entropy law for slow processes [9]. In that paper we ana-
lyzed two types of slow processes; the first one corre-
sponds to a stochastic process in which the state vector
A(T,t)=al(t) is nonstationary. In this case we showed
that it obeys a couple of equations which resembles the
Chapman-Kolmogoroff (CK) equation and that it is also
quasi-Markovian; the second one corresponds to the case
in which the state vector A(I',z)=a(t) is stationary and
thus obeys the Chapman-Kolmogoroff equation, where
the process is Markovian. For these two cases it is possi-
ble to obtain generalized H theorems and applying these
theorems to the Gibbs-Ehrenfest nonequilibrium entropy
we obtained the increase-in-entropy law for slow process.

Notice the fact that a previous effort in this direction
was made by Misra, Prigogine, and Courbage [10] who
establishes the following theorem: If an operator W, has
the semigroup property

WW,=W,,, fort,s=20,

and also satisfies that (a) W, preserves positivity, (b)
W\iPeq=Peq> (€) W/, its Hermitian conjugate is such that
W, Peq=Peq Where p, is the microcanonical distribution,
then W, defines a Markov process, in such a form-that if
Pin denotes the initial distribution function, the time evo-
lution of p under the Markov process is governed by W,T,
or

p=Wpi -

Indeed, when W,T satisfies that || W,Jr(p—peq)H2
=||W,Tp—peq||2~+0 for all normalized and non-negative
distribution functions p, W, defines then a strong Markov
semigroup, and the associated stochastic process displays
the irreversibility expressed in the increasing-entropy
law.

Here we will follow a different approach. Indeed, in
the previous section we showed, using information-theory
arguments, that the increase-in-entropy law is obtained
with the coarse-grained distribution A(I',#) which is
governed by the M (t,¢’) operator. Therefore in view of
the results found in Ref. [9] it is natural to raise the ques-
tion of whether M (¢,¢') is a quasi-Markovian operator, a
Markovian operator or an operator of another type. We
will show in this section the conditions that must prevail
in order that M (¢,¢') generates a Markov process.

In order to study this question we need to introduce a
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number of well-known concepts briefly summarized in
what follows. We recall that the nonequilibrium binary
distribution g'2'(a,z;b,s) is defined as [11,12]

gﬁ)(a,t;b,s):deP(F,S)G(a»f—S)G(b’O) » (35)

with G (a,t) given by Eq. (12). Now we choose that ¢ >s
and at these times the system was subject to observation
so that from information theory we know from Eq. (24)
that

p(T,5)=p(T,5)= [deg,(c,s)p(c,T,0), (36)

where p(c,I‘,O)Z[Q(c)]_‘G(c,O) is the microcanonical
distribution in the c cell. From Egs. (35) and (36) we get
that

g2 (a,t;b,5)=g,.(b,s)[Q(b)] !
X(G(a,t —s),G(b,0)), (37)

where use has been made of Eq. (11). The conditional
probability Pne(a,tlb,s) for the two events, event b occur-
ring at time s and event a occurring at time ¢, is defined
as

P..(a,t]b,s)=[g,.(b,s)] g (a,t;b,s), (38)
which according to Eq. (37) may be rewritten as
P (a,tb,s)=[Q(b)]" (G (a,t —s5),G(b,0))
=(G(a,t —s),p(b,T,0)) , 39)

the last equality following from the definition of the mi-
crocanonical distribution in the b cell. When we select
J

P,.(a,At|b,0)=(G(a,0),M(At,,0)M (At,,0)p(b,T,0)) ,

where At +At, =At.

s =0, from Eq. (39) we have that
P..(a,t|b,0)=(G(a,1),p(b,T',0)) . (40)

Using this fact in Eq. (39) we have that
P, (a,tlb,s)=P, (a,t —s|b,0) . (41)

This equation shows that when the coarse-grained density
is obtained from information-theory arguments, the sto-
chastic processes A(I',¢z)=al(t) is stationary, a result
which is a direct consequence that H(I',s)=P,p(T,s).
Now we proceed to prove a central theorem about the M
operator.

Theorem. The necessary and sufficient condition for
the dynamics to generate a Markov process is that M has
the semigroup property

M (At +At,;0)=M (At,,0)M(At,,0) , (42)

where the time intervals involved in Eq. (42) namely, A¢,
and At,, when they are different from zero, need to be
larger compared with some time 7, characteristic of the
system. We begin showing that when the M operator has
the property given by Eq. (42), we obtain the Chapman-
Kolmogoroff equation, which defines a Markov process.

Taking into account that G(a,At)=exp[iLAt]G(a,0),
that P,G (a,0)=G(a,0) and that P, and L are Hermitian
operators, we can rewrite Eq. (40) in the form

P,.(a,At|b,0)=(G(a,0),M (At,0)p(b,T,0)) . (43)

As by assumption, M satisfies, the semigroup property,
we have that

(44)

In the Appendix we prove that from the definition of the M operator given in Eq. (31), it follows that

M (At,0)p(b,T,0)= [dcP,.(c,At[b,0)p(c,T,0) .

Substituting Eq. (45) twice in the right-hand side of Eq. (44) we find that
P, (a,At|b,0)= fchne(c,AtzIb,O)(G(a,O),M(Atl,O)p(c,F,O))

= [dc [dc'P,(c,At,|b,0)P, (¢, At,]¢,0)(G(a,0),p(c’,T,0))

which, using the fact that (G (a,0),p(c’,I’,0))=86(a—c’),
leads to the result

P,.(a,At[b,0)= [dcP,.(a,At,]c,0)

X P, (c,At,|b,0) . (46a)

As At =t,—t,=t,—t3+t3—t,, where t3 is an arbitrary
intermediate time, selecting At,=t,—t;, At,=t;—1t,
and using the stationarity property given by Eq. (41), we
obtain that

P.(a,t;]b,t))= [dc P, (a,1,lc,t;)

XP,.(c,t5]b,2,), (46b)

which is the Chapman-Kolmogoroff equation.

f

We now proceed to prove that when the stochastic pro-
cess satisfies the Chapman-Kolmogoroff equations, then
the M operator satisfies the semigroup property.

Using the idempotent property of the projector, P,,
namely, that P22=Pz, we have from Eq. (31) that
M (At,0)=M(At,0)P,. From Eq. (14) and the definition
of p(a,TI’,0), we obtain that the operator M (A¢,0) is given
by

M(A1,0)= [ da(,G(a,0))M (A1,0)p(a,T,0),

where (,G(a,0)) indicates that P, acts upon any function
defined in " space. Use of Eq. (45) into this equation
leads to
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M(At,00= [db [dap(b,I",0)P,.(b,At|a,0)(,G(a,0)) .

47)

Using the result, twice, we proceed to evaluate the product M (At,,0)M (At,,0). Thus
M (At,0)M (At,,0)=M (At,,0) [ db [ dap(b,T,0)P,(b,At,[a,0(,G (a,0) ,

and using Eq. (47) again, we have that

M (At,,00)M (At,,0)= [db [da [fdc P,.(c,At,|b,0)p(c,T,0)

Interchanging the first and third integrals, we obtain

P,.(b,At,]a,0)(,G(a,0)) .

M (At;,00M (At,,0)= [de [ da [fdb P,.(c,At,|b,0)P, (b,At,]a,0) ]p(c,r,m( ,G(2,0)) . (48)

Up to this point, the result is exact, namely, Eq. (48) is
only a convenient form of rewriting the product
M (At;,0)M (At,,0). However, if we assume that the sto-
chastic process is Markovian, the term inside the square
brackets is equal to P, (c,At|a,0) with At =At, +At,, as
follows from Eq. (46a), so that further using Eq. (47), we
obtain that for a Markov process,

M(At,,0)M (At,,0)=M (Az,0) ,

which is the semigroup property, as required.

Apparently, we never use in the demonstration the fact
that the times involved need to be greater than some time
7., but this fact is implicitly assumed in the second part
of the demonstration, because it is well known that to ob-
tain the Chapman-Kolmogoroff equation from the Liou-
ville equation it is necessary to require that the process is
slow, a fact first noticed by Green in 1952 [13]. This im-
plies that the time intervals which appear in the CK
equation are greater than 7,, where 7, is the correlation
time of the memory kernel which appears in the exact ki-
netic equation. Because of the importance of this feature
of the work we shall discuss it in detail in the following
section.

V. TIME SCALES FOR MARKOV PROCESSES

We discuss in this section the time scale in which the
semigroup property of the M operator is valid; with this
purpose in mind we briefly remind the reader some re-
sults about Markov processes.

In Ref. [9], it was shown that to obtain a Markov pro-
cess from Liouville’s equation, it is necessary to make

three assumptions, namely, first the form of the initial
J

r

phase-distribution function, second that the stochastic
process A(I',z)=a(t) is a slow one, which is valid only
with a certain time scale, and third that the stochastic
process is stationary in this time scale.

The first assumption concerning the form of the initial
phase-distribution function is that it has the form

81.(a,0)

G (a,0) . (49)
(a)

p(T,0)=p.(T) [ da
eq
In paper I we showed that the coarse-grained density
p(I,t) obtained from information-theory arguments can
be expressed as [see Eq. (11) in Ref. [1]]
gne(a’o)

//)\(F7O) peq(r)fda gcq(a)
It is then clear that p(I",0) is the initial distribution func-
tion given by Eq. (49), and therefore the first assumption
about the initial distribution function can be justified us-
ing information-theory arguments.

From the solution of Liouville’s equations with the ini-
tial conditions given by Eq. (49), the kinetic equation for
P..(a,t]a;,0) can be obtained using the Zwanzig-Mori
projection operator technique [5,7]. It is well known that
one obtains two equivalent forms for the kinetic equation,
the forward and backward equations [11], which have the
following form:

dP,.(a,|b,0)
~—T=Z(a,t>Pm(a,tlb,0) (51)

G(a,0) . (50)

=A(b,1)P . (a,t]b,0) , (52)

where the Zwanzig-Mori operators are given by

Z(a,0f (0= [deiQac)fe,n— [ds [deK(a,cs)f (et —s) (53)
Alb,0k (b,0)= [ dch(c,ife,b)= [ds [dchic,t —s)K (e,b,5) , (54)

respectively. The explicit form to the quantities iQ) and K
are irrelevant for this work, but are explicitly given in Eq.
(33) and (34) in Ref. [11].

The second assumption to obtain the Markovian pro-

M
cesses is that the stochastic process A(T,¢)=a(t) is a

slow one. This property requires that the times in which
we are interested in observing the system are sufficiently
long compared with 7., the correlation time of the kernel
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K (a,c,t) which appears in the forward and backward
equations (51) and (52). For long times compared with 7,
the kernel can be expressed in the form

K (a,c,t)=2K (a,c)d(?) , (55)

where K (a,c)= fg"K(a,c,t)dt.

When we introduce the slowness condition equation
(55) into the kinetic equations (51) and (52) they take the
form

dP,.(a,t|b,0)
L — F(a)P,(a,1[b,0) (56)

=A(b)P, (a,t]b,0) , (57)

where F(a) and A(a) are operators such that one is the
transpose of the other. Thus

[dah(a,nF(a)f(a,)= [daf(a,n)A(a)h(a,)  (58)

and the F(a) operator is given by

F(a)f(a,0)= [dc[iQ(a,c)—K (a,c)]f (c,) .  (59)

When the process is slow, the solution to the forward
equation (56) and to the backward equation (57) is given
by

P,.(a,At]b,0)=ef®'8(a—b) , (60)
P..(a,At|b,0)=e*®'5(a—b) , (61)

these equations being valid only for ¢ >7,>0. Using Eq.
(60) we obtain that

)At

P,.(a,Ar]b,0)=¢" “*"1P_(a,At,]b,0) , (62)

where At >7,.>0, At; >7,>0, At,>7,>0. If we now
use the identity

P,.(a,At]b,0)= [ dc8(c—a)P,.(c,At[b,0) (63)

and introduce Eq. (62) into Eq. (63), use the fact that ac-
cording to Eq. (58) A is the transpose of F, and that the
solution of the backward equation is given by Eq. (61) we
arrive at Eq. (46a), namely,

P,.(a,At|b,0)= [dcP,(a,At,]c,0)

XP,.(c,At,|b,0) . (46a)

It is now clear that the time intervals which appear in
this equation are not arbitrary, they need to satisfy the
requirements of being greater than the memory kernel’s
correlation time 7.

To obtain the CK equation from Eq. (46a) we need fur-
ther to assume that the stochastic process is stationary.
Nevertheless this fact is a consequence of the
information-theory approach, because as we showed in
the last section, due to the fact that the coarse-grained
distribution function satisfies that p(I",s)=P,5(T,s), the
conditional probability has the stationary property given
by Eq. (41). Using this property it is clear that Eq. (46a)
reduces to the CK equation.

The fact that the CK equation is valid only for long

time intervals, implies for the theorem showed in the last
section, that the semigroup property of the M operator is
valid under the restriction that the times involved are not
only positive as usual, but a more restrictive condition,
namely, that the times need to be greater than 7.

The question concerning the justification of the proper-
ty given by Eq. (55) from first principles, is outside our
treatment. However, in this aspect the interested reader
can refer to Ref. [14], where the spectral properties of
Liouville’s operator are analyzed associating the problem
with the nonintegrability of the great majority of the
physical systems. The answer to the question about
which class of physical systems have the property that for
long times exhibit a slow behavior as used in this work
remains an open one.

Finally we wish to point out that as shown in this sec-
tion in order to obtain the CK equation it is necessary to
introduce only one dynamical argument to justify the ap-
pearance of a slow process. The other two assumptions
can be completely justified from the information-theory
approach. Thus we may ask if it is possible to obtain the
semigroup property of the M operator such that it
guarantees the existence of a Markovian behavior, using
only information-theory arguments. This possibility is
the subject of the following section.

VI. OBSERVATIONAL COMPATIBILITY PRINCIPLE

In this section we will argue that it is possible to estab-
lish the semigroup property of the M operator using only
an information-theory approach. Accordingly the distri-
bution function at some time ? is determined when we
maximize the Gibbs-Shannon information entropy S;(z),
and it is expressed in terms of the information that we
have about the state of the system at such time, namely,
gne(a,t). Thus p(I',t) can be expressed in terms of the
values of the observables at this time. When we perform
measurements at different times, we need to introduce
another criterion which involves the appearance of
several times. Clearly it is therefore somewhat compulso-
ry that such a criterion must arise as an inference princi-
ple. To justify this point of view we introduce the follow-
ing inference principle: The distribution function p(T,¢),
determined using the maximum-entropy principle from
the observations made on the system at a given time ¢,
correctly predicts the values of the system’s observables
at any observation time greater than time ¢ in which
p(I',t) was determined.

We call this assertion the observational compatibility
principle (OCP), and study its consequences. In fact we
will show that the semigroup property of the M operator
can be justified using this principle. Let us assume that
we have the sequence of observations at times
t,<t,<...t,<... so that the corresponding distribu-
tion functions are g .(a,#,), g,.(a,1,), . .. ,8..(a,t,). We
begin by considering a pair of observation times, say ¢,,
t,, such that ¢, >¢,. The knowledge of g,.(a,?,) is used

p~ g
to construct p( L, ), so that by Eq. (24) we have,

p(T,1)= [da[Q(a)]"'g, . (a,1,)G (a,0) .

To obtain the distribution function at any other time



826 J. L. del REFO-CORREA AND L. S. GARCIA-COLIN 48

t >t,, we use Liouville’s equation with the initial condi-
tion given by p(I',¢,). Then,

p (L, 0)=U(1,t,)p(T,2,) ,
which in turn predicts that

gne(a,0)= [dT p,(T,1)G (a,0) .

The OCP asserts that if 7, is an observation time greater
than time ty the distribution function pq(F,t) gives at
time ¢, the observed function g .(a,?,), so that

gne(a,t,)= [dT p,(T,1,)G (a,0) . (64)

At time ¢, we construct p(T',¢,) using Eq. (24) and intro-
ducing Eq. (64), which is a consequence of the OCP, we
obtain that p(T,¢,) is given by

G (a,0)

_ (

X [fdr{U(t,,tq)ﬁ(r,zq)}ma,m .65

Using now the definition of the P, operator given by Eq.
(14) we have that

p(,t,)=P,U(t,,t,)p(T,t,)
=M(t,,1,)p(T,t,) , (66)

which yields the relationship between the coarse-grained
distribution function at times ¢, and ¢,, with ¢, >1¢,. The
relationship between the coarse-grained distribution func-
tions at two times is a central result in order to obtain the
increase-in-entropy law, as we saw in Sec. III.

We now analyze the consequences of the OCP when we
consider three observation times f,>17,>¢,. When we
use the OCP for the pair of times (24,2,), we have that the
coarse-grained distribution functions are related by Eq.
(66),

AT, )=M(1,,t,)p(T,1,) (67a)

and similarly, when we do focus our attention to the pair
of times (¢,,7,) we have that

P, t,)=M(t,,t,)p(T,1,) . (67b)

Also we must have observational compatibility between
the observables at times ¢, and 7 , thus the OCP implies
that

P, )=M(t,,t,)p(L,t,), (67c)

therefore, the observational compatibility principle ap-
plied to the observations performed at times z, >t,> 1,
implies that the relationships given by Egs. (67a), (67b),
and (67c) are simultaneously satisfied. Thus using Egs.
(67b) and (67c) we have

ALt )=M(t,,t,)p(I',t,)=M(t,,t,)p([,1,)

and using (67a) in the last equality, we obtain

AL, 1,)=M (1,,1,)p(T,1,)
=M(1,,6,)M (1,,t,)p(T,1,) . (68)

Therefore the OCP implies that the M operator has the
property

M(1,,1,)=M(1,,1,)M (1,,1,) (69)

for the observation times ¢, >7,>¢,. We wish to under-
line here that we obtain the semigroup property for the
M operator not as a consequence of the dynamical prop-
erties of the system, but from an inference principle,
namely, OCP. One consequence of this fact is that we
cannot quantify the time scale in which the semigroup
property is valid. Indeed it is only feasible to give a quali-
tative argument about the times involved asserting that
they need to be large because a measurement of the sys-
tem implies some time average of the dynamical quanti-
ties. However the fact that Eq. (69) is, as we showed in
Sec. V only true for slow processes, defines the time scale
at which the OCP holds true, namely, each measurement
has to be performed in a time interval necessarily greater
than time 7.

VII. CONCLUDING REMARKS

The three important results derived in this paper are
expressed in Egs. (34), (46a), and (69), respectively. The
former one which gives the sought increase in entropy
law is not really new. Several workers in this field have in
the past reached similar if not identical conclusions using
the concepts of information theory as first proposed by
Jaynes in his well-known papers of 1957 [15]. A restrict-
ed version of Eq. (34) in a way resembling Eq. (23) was
derived by Robertson in 1966 [16]. In that same year
Hobson [17] wrote a paper on the subject which has un-
deservedly remained unnoticed. In that paper he uses
practically the same ideas of this work to derive an
increase-in-entropy law for single- and two-time measure-
ments of a given system. In the latter case his results
differ from ours because he uses & functions of the
system’s observables for each measurement instead of the
coarse-grained property expressed in Eq. (15). Later on
Lewis in 1967 [18] proposed a unifying principle to derive
equations of motion for state functions in statistical
mechanics which contains a nondecreasing time property
for the entropy. It is relevant to point out the Lewis
principle can be shown to stem from this present formal-
ism but we shall leave the underlying details for a future
publication. Also, specific theorems dealing with the
question of how the amount of information gathered by a
system influences the behavior of its nonequilibrium
states through the entropy were derived by Lloyd a few
years ago [19]. Similar work on this context can also be
found in several review articles on the subject so the in-
terested reader is referred to them [20-23].

The second result summarized in Eq. (46a) has to our
knowledge not been previously published. What we have
achieved is the proof of the semigroup property that the
time evolution operator M (t,t’) satisfies under the condi-
tion that the process is a slow one. The reader should be
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very careful about this statement. The property stated in
Eq. (46a) is not valid for any arbitrary dynamical process,
only for Markovian ones. That slow processes are Mar-
kovian and therefore described by a nonequilibrium con-
ditional probability which satisfies the Chapman-
Kolmogoroff equation was first pointed out by Green
over 40 years ago [13] M(t,¢t’') is no longer a time-
reversible operator in contrast with similar operators that
have been used previously in the literature [24,25].
Finally our third result expressed by Eq. (69) simply
makes explicit what was said in the previous paragraph.
The difference is that the argument used to reach this re-
sult is based on an inference principle stated here as the
OCP. This places emphasis once more on the fact that
the semigroup property exhibited by the operator M (¢,t")
is not general at all. Nevertheless it can be understood
with the aid of arguments based exclusively on the pre-
cepts of information theory without resorting to the de-
tailed dynamics obeyed by the system [26]. As em-
phasized in the text the domain of validity of the OCP is
not arbitrary; measurements have to be performed within

|

M (1,t")p(b,T,0)= [dc[Q(c)] (U (1,¢')p(b,T,0),G (c,0))G (c,0) .

Taking into account that U(t —t')=exp{—iL(t —t')},
the fact that L is a Hermitian operator, and Eq. (A1), Eq.
(A3) reduces to

M (1,t')p(b,T,0)= [dc(p(b,T,0),G(c,t —t'))
Xp(e,T,0), (A4)

where we use that G (c,t)=[exp{iLt}]G(c,0). Recalling
that for two arbitrary phase functions 4 and B,
(A,B)=(B, A)*, Eq. (A4) can be rewritten as

time intervals longer than the correlation time of the sys-
tem.
APPENDIX

We proceed to prove Eq. (45) which gives the effect of
the M operator on the microcanonical distribution func-
tion p(b,I',0) associated with the b cell, defined by

p(b,I,0)=[Q(b)]"'G (b,0) . (A1)

Because of the fact that P,G (b,0)=G (b,0), the distribu-
tion function p(b,T',0) is invariant under P,, so that
P,p(b,I',0)=p(b,I',0). Applying the M operator to

p(b,I',0), and using Eq. (31) we have that
M(t,t")p(b,I',0)=P,U(t —¢t',0)P,p(b,I',0)
=P, U(t—1t',0)p(b,I',0), (A2)

where in the last step we used the invariance of p(b,T",0)
under the projection operator. Substituting the explicit
form of Zwanzig’s projector given by Eq. (14) into Eq.
(A2), we obtain

(A3)

M (1,t")p(b,T,0)= [ dc(G(c,t —1'),p(b,T,0))*
Xp(c,T,0) . (AS5)

Finally, using Eq. (40) and the fact that the conditional
probability is real, we arrive at

M(1,t)p(b,T,0)= [ dcP,(c,t —1'|b,0)p(c,T,0)
(A6)
which is Eq. (45) in the text.
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